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Abstract

With the advent of the digital economy, the significance of data as

a production component has become increasingly prominent. It is well

noted that the data element in producing value is not just the data alone;

data can only produce value when combined with algorithms and models

to produce ”information”, such as description, diagnosis, prediction, and

decision. Based on the ascending relationship between data and informa-

tion, we aim to study how information is generated through the matching

process between data elements. Specifically, we take the data matching

mechanism of the big data trading platform as the research object and

study how the big data trading platform, as an intermediary, could match

the behavioral data (or performance data) of the demand side and the

feature data (or background data) of the supply side to generate informa-

tion needed by the data demanders. In this study, we present a matching

framework for studying the data trading market from a market viewpoint

that explicitly combines essential data trading features: decision-making

from both sides. By categorizing data into four categories based on its

type: behavioral data, performance data, feature data, and background

data, we build the one-to-one and one-to-many two-sided matching models

in the data trading market, and establish the stable matching algorithms

accordingly. Originated from the two-sided matching theory, we believe

these algorithms provide a novel approach to data matching problems,

which could be further extended to other fields of the data trading mar-

ket as well.

1 Introduction

Two-sided matching problems, first introduced by Gale and Shaply in 1962, and
further developed by Alvin Roth, have been widely researched in economics.
The buyers and sellers in two-sided matching markets have preferences about
whom they deal with on the other side of the market. The firms, for example,
that compete for college graduates are concerned about whom they hire. Mean-
while, college graduates cannot simply demand the firm they choose, as the firm
must also choose him as well. Such a two-sided market clears not only through
payment.
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Data has recently been perceived as a new oil or currency in the digital
world in the big data era. It has been identified as a new form of production
element. The big data market has also been identified as one of the five core
production markets in China. However, with the increasing diversity of data
types and volumes, data trading platforms are facing a number of di�culties.
While numerous challenges are associated with making such a trading market
operational, one major problem is: How to match data demanders with certain
information needs and data suppliers with data privacy concerns?

1.1 Overview

1.1.1 Data and Information

The DIKW model proposed by Acko↵ (1989) provides a suitable analytical
framework for understanding data as a fundamental but complex concept in in-
formation science, which is inseparable from the conceptual analysis of informa-
tion, knowledge, and wisdom, and suggests that data, information, knowledge,
and wisdom have an ascending relationship. That is, data is derived from raw
observation and measurement, information is derived from data, knowledge is
summarized from information, and wisdom is sublimated via dialogue and self-
reflection among wise people. As a result, information, knowledge, and wisdom
are ”higher order” concepts compared to data. Furthermore, the worth of data,
information, knowledge, and wisdom di↵er at various levels. The value of data
is expressed at the micro level in the enhancement of users’ utility, while at the
macro level in the information, knowledge, and wisdom retrieved from data,
which can have a multiplier e↵ect and assist in improving total factor produc-
tivity. As a result, we study how data elements generate information through
the matching process based on the ascending relationship between data and
information.

1.1.2 Big Data Trading Market

As the amount of data expands quickly, enormous databases with extensive
content and depth become more common. The basic objectives of big data
trading fall into two groups. On one hand, the data trading process should
maximize the earnings of data suppliers. On the other hand, this method must
suit the informational needs of demanders. Undoubtedly, this is a win-win
scenario for both suppliers and demanders.

Big data is the foundation for the productivity resolutions of the future gen-
eration of data owners. Through the services they provide, data owners like
Tencent and Alibaba amass enormous volumes of data. Clearly, developments
in big data analytics supplemented by machine learning and data mining ap-
proaches provide huge value for these organizations. However, not all firms
are able to gather the requisite data, since the collection of big and exhaus-
tive datasets requires substantial infrastructure investment and sustained work.
Data owners have a strong desire to trade their own datasets with others in
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order to provide services, boost productivity, and maximize the value of data.
In the meantime, firms need information to discover new business opportunities,
consumer values, and customers in environments of high competition. There-
fore, data demanders also have a strong urge to acquire data for reasons of
information gatherings.

Privacy is a crucial consideration for both suppliers and demanders. To
safeguard demanders’ privacy, certain personal information should be masked
throughout the data trading process. Similarly, privacy is plainly vital for data
suppliers as well. For privacy protection, people often use both legal oversight
and technical measures, such as copyright laws, encryption licensing, and so on,
among which cryptography-based approaches are prevalent. For example, Fan
Liang et al.(2018) propose a concealing design strategy to encrypt and conceal
a part of the data from the original source. This o↵ers a basic foundation for
the data trading market in general.

1.1.3 Two-sided Matching Theory

Gale and Shapley (1962) introduced the two-sided matching problem in ”Col-
lege Admissions and the Stability of Marriage” in 1962. This work investigates
the notion of marriage matching, the idea of stable marriage matching and its
existence, the Deferred Acceptance Algorithm, and Pareto optimality, and pro-
poses the concept of two-sided matching. In 1985, Alvin Roth (1985) proposed
the notion of two-sided matching, which relates to how to match topics in two
distinct finite sets with the objective of matching each subject to a suitable
subject on the other side. Shapley and Roth were awarded the Nobel Prize
in Economics in 2012 for their contributions to the solution of the two-sided
matching issue.

There are a few characteristics of two-sided matching: (1) two-sided match-
ing is the pairing of two subjects from a finite set. (2) two-sided matching can
take place with or without the use of an intermediary. (3) Each party has its
own set of requirements, and the matching result must meet those requirements.
(4) According to the number of matches between the two parties involved in the
market activity, a two-sided matching theory is divided into three categories.
When both parties choose one matching object, it is a one-to-one two-sided
matching theory; when one party chooses more than one matching object, it is
a one-to-many two-sided matching theory; when both parties choose more than
one matching object, it is a many-to-many two-sided matching theory.

1.2 Related Works

Most research on big data trading focuses on data trading mechanisms, data
trading development paths, data trading property rights, and data trading le-
gal challenges. Fan Liang et al.(2018) examined the current state of big data
research from di↵erent perspectives; Luo Pinliang et al.(2014) investigated the
necessity and strategy of bilateral pricing based on merchants and consumers
in the context of online shopping platforms in China; Xiong and Tang (2021)
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outlines data asset features such as replicability and value certainty, as well as
data circulation, trading, and pricing of digital items and data products. Rather
of forcing organizations to actively exchange data, a variety of data trading sys-
tems have been created; Arnold and others (2007) considered the information
characteristics of buyers and sellers, risk valuation, and price discrimination and
established a search model to investigate the participation of big data buyers
in the transaction price setting process under the conditions of an incomplete
information market. Ming, Xu, and Wang et al.(2015) developed a system-
atic framework for trading data tra�c in mobile terminals; Wang and Yang
(2007) studied the two-sided matching problem in the process of outsourcing
information systems for knowledge trading and considered six attributes that
both parties could evaluate. Chen Xi and Fan Zhiping (2012) investigated the
two-sided matching choice problem in knowledge trading to get matching satis-
faction. They suggested a multi-attribute decision model based on the linguistic
Choquet integral operator.

2 Model Framework

2.1 Classification of Data Based on Data Types

We broadly classify data into four categories according to data types: behavioral
data, performance data, feature data, and background data. Behavioral data
include user-driven behaviors such as consumer purchase behavior, web browsing
behavior, etc.; performance data refer to the e↵ectiveness data generated by the
work behavior and manner within a certain period of time; feature data refer to
various types of biometric data such as gender, age, occupation, city, hobbies,
etc.; background data include other data which is highly relevant to the required
information, such as time, weather, seasonal and other environmental data, etc..

Behavioral data (or performance data) usually matches feature data to form
information; when there is background data, background data usually matches
behavioral data (or performance data) together with feature data to form in-
formation. In our two-sided matching model, behavioral data is provided by
data demanders, feature data is extracted from the encrypted database of the
big data trading platform, which is provided by data suppliers. Background
data can be provided by the data demander or filtered and extracted from the
encrypted database provided by data suppliers.

2.2 Two-sided Matching in Data Trading Market

In the study of the two-sided matching problems in the data trading market,
the big data trading platform is introduced as an intermediary to match the be-
havioral data (or performance data) from the demand side and the feature data
from the supply side, according to the highest bid that data demanders o↵er in
exchange for certain information, and the lowest price set by the data suppli-
ers. One set of feature data is only allowed to be matched with one behavioral
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data from the demand side in the same matching period. The mathematical
definition of the two-sided matching problem in data trading market is given
below:

Definition 1 (Two-sided Matching in Data Trading Market). Let the set of
behavioral data provided by the demand side be Y = {Y1, Y2, . . . , Yn}, where
Yi denotes the i-th behavioral data, i = 1, 2, . . . , n. Let the set of feature data
in the encrypted dataset on the platform be X = {X1, X2, . . . , Xm}, where Xj

denotes the j-th feature data, j = 1, 2, . . . ,m. Define the two-sided matching
µ as the mapping µ : Y [ X ! Y [ X, and 8Yi 2 Y, 8Xj 2 X,µ satisfies the
following conditions:

1. µ(Yi) 2 X[{Yi}, if µ(Yi) = Yi, then the behavioral data Yi is said to have
no match.

2. µ(Xj) 2 Y [ {Xj}, if µ(Xj) = Xj , then the feature data Xj is said to
have no match.

3. if µ(Yi) = Xj , then µ(Xj) = Yi.

4. if µ(Yj) = Xi, then µ(Xj) 6= Yk, 8k = 1, 2, . . . , n, k 6= i, Yk 2 Y .

2.3 One-to-one Matching

To simplify the model, in this section, we first assume that each demander
provides behavioral data Yi that match at most one feature data Xj . The
expected bid of the demander is pi , and the lowest expected price of each feature
data Xj set by the data suppliers is qj , where i = 1, 2, . . . , n, j = 1, 2, . . . ,m.
Note that the feature data can only be selected when pi > qj . On one hand, the
preference for each behavioral data Yi over the feature data Xj can be expressed
as a preference sequence P (Yi) on the set X[{Yi}, and is evaluated by the ”level
of relevance” of the two entries. In other words, for each behavioral data, we
rank the feature data by its level of relevance. On the other hand, the preference
sequence P (Xj) of each feature data Xj is determined by the expected bid of
the demanders.

Definition 2 (level of relevance). Whether two types of data are considered
correlated depends on two aspects: the level of significance and the correlation
coe�cient.

(1) Significance level, that is, the p-value. Generally, a p-value less than 0.05
is significant; a p-value less than 0.01 is more significant; and a p-value ¡ 0.001
is of very high level of significance. Specifically, we use p < 0.05 as a benchmark
in our algorithms.

(2) Correlation coe�cient, also known as Pearson Correlation (Pearson cor-
relation coe�cient). The correlation coe�cient can be a value between -1 and
+1. The larger the absolute value of the correlation coe�cient, the stronger
the relationship between the variables. The Pearson correlation coe�cient is
calculated as follows.
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⇢(x, y) =
cov(X,Y )

�x�y
=

X ⇤ Y
|X||Y |

where the covariance and the product of the standard deviations are served
as the numerator and the denominator respectively. Since

µx = E (X) ;�2
x = E (X � µx)2 = E

�
X2

�
� E2 (X) ,

the formula of Pearson correlation coe�cient can also be written as:

⇢ (X,Y ) =
E (XY )� E (X)E (Y )p

E (X2)� E2 (Y )
p
E (Y 2)� E2 (X)

As a result, we define level of relevance of two sets of data as the absolute
value of the correlation coe�cient of the two, given that p < 0.05.

2.3.1 One-to-one Stable Matching

Theorem 1 (One-to-one Stable Matching Algorithm). For any such one-to-one

two-sided data trading market, there is always a stable matching µY .

Proof. The algorithm for generating a stable matching µY in any such data
element two-sided trading market is as follows.

Step 1: For each behavioral data of the demand side, first calculate and rank
its level of relevance with each feature data of the supply side, and eliminate
the feature data with low significance level. The initial matching status of the
behavioral data is set to ”unpaired.”

Step 2: Each ”unpaired” behavioral data is first paired with the feature data
with the highest level of relevance. Suppose the demander’s bid is lower than
the lowest expected price of that feature data set by the suppliers, i.e.,pi < qj ,
the behavioral data is set to ”unpaired” status for this feature data, and vice
versa. For the feature data with multiple ”pairable” behavioral data, the be-
havioral data with the highest bid from the demanders is selected to maintain
the ”paired” status, and the rest of the behavioral data is returned to the ”un-
paired” status. The rest of the behavioral data is returned to the ”unpaired”
status. Change the pairing status of all ”pairable” behavioral data to ”paired”
with the feature data they match.

Step 3: For any ”unpaired” behavioral data, pair it with the next feature
data in the preference sequence, and repeat step 2 until no more behavioral data
could be paired. after which the algorithm stops. (Note that the pairing status
can be updated if there is a new pairing request for the ”paired” feature data,
as described in step 2.)
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To prove that this is a stable matching, assume that some behavioral data
y and some feature data x do not match each other at matching µY , but x has
a higher level of relevance to y than the current match. To prove that this is
a stable match, we need to show that (x, y) does not constitute a ”destruction
pair”. Since x is more correlated with y than the current match, it must have
already been paired with y before x is paired with the current match. Since x
and y fail to match under matching µY in the end, (x, y) must not constitute a
”destruction pair”, and therefore, µY is a stable matching as claimed.

Corollary 1.1. Since behavioral data of the demand side and feature data of

the supply side are symmetric in the data trading market, the new algorithm

obtained by swapping the behavioral data and feature data in the above algorithm

still produces a stable matching µX .

Remark 1. µX and µY are not necessarily the same.

Definition 3 (One-side Optimal Stable Matching). For a given two-sided data
trading market, a matching µY is a demand-side optimal stable matching if the
relevance of the feature data matched to the behavioral data by matching µY

is at least as good as any other match, i.e., µY � µ for any other stable match-
ing µ. Similarly, matching µX is a supply-side optimal stable matching if the
demand-side bids matched by matching µX are at least as high as any other
matching µ0. That is, we have µX � µ0 for any other stable matching µ0.

Definition 4 (Achievable). For a given two-sided data trading market, the
behavioral data Y of the demand side and the feature data X of the supply side
are said to be achievable for each other if they could be paired with each other
in some stable matching.

Corollary 1.2. The optimal stable matching on the demand side ensures that

behavioral data of the demand side is matched with the most relevant available

feature data of the supply side, and the optimal stable matching on the supply

side ensures that the feature data of the supply side is matched with the most

priced available behavioral data of the demand side.

Theorem 2 (One-side Optimal Stable Matching Theorem). For a given two-

sided data trading market, there will always be a demand-side optimal stable

matching µY and a supply-side optimal stable matching µX . Further, the match-

ing µY resulting from Theorem 1 is the demand-side optimal stable match. Con-

versely, the matching µX resulting from the new algorithm obtained by swapping

the behavioral and feature data in the algorithm in Corollary 1.1 is the supply-

side optimal stable matching.

Theorem 3. Supply and demand share opposite preferences in the set of stable

matching: If µ and µ0
are stable matching, then all supply sides will prefer µ at

least as much as µ0
if and only if all demand sides prefer µ0

at least as much as

µ, i.e., µ > µ0
Y holds when and only if µ0 > µX .
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This theorem leads to the following corollary.

Corollary 3.1. The optimal stable matching on the demand side is the worst

for the supply side, i.e., it matches each feature data of the supply side with the

lowest preference of all available behavioral data of the demand side; and vice

versa.

2.4 One-to-many Matching

In this section, we assume that each behavioral data Yi of the demand side can
match multiple feature data {Xj} , i.e., the set of feature data that provide the
most information within the a↵ordable prices. Again, the bid o↵ered by the
demand side is pi, and the lowest price of each feature Xj set by the supply
side is qj . The set of features {Xj} can be selected when pi >

P
qj , where

i = 1, 2, . . . , n, j = 1, 2, . . . ,m.

2.4.1 One-to-many Stable Matching

Theorem 4 (One-to-many Stable Matching Algorithm). For any such two-

sided data trading market, there always exists a stable matching µY .

Proof. The algorithm for generating a stable matching µY in any such two-sided
data trading market is as follows:

Step 1: For each behavioral data of the demand side, first calculate and rank
its level of relevance with each feature data of the supply side, and eliminate
the feature data with low significance level. At the same time, for each feature
data, the behavioral data with which it is correlated is sorted in descending
order of pricing (eliminating behavioral data with demand-side bids lower than
the pricing of the feature data) to form a preference sequence of the feature data.

Step 2: These sequences are put into a sequence processing algorithm consist-
ing of a ”matching phase” and an ”experimental pairing and updating phase”.
The first Step (Step 1 : 1) of the matching phase is to see if there are behavioral
data and feature data that are each other’s top-ranked choices. In this case,
for the feature data, the top ranking is the highest priced behavioral data, i.e.,
the first one in its preference sequence; for the behavioral data Yi, the top si
features in its preference sequence is selected. (si = argmax

j=1,2,...,m

P
qj  pi) as

the top-ranking choice. If there are behavioral data and feature data that are
each other’s top-ranked choices, the matching phase enters into a temporary
matching pair. Otherwise, the matching phase enters into Step 2 : 1, where
the second position in the feature data preference sequence is compared with
the first si feature data (the same si as above) in the behavior data preference
sequence. If no matching is found after any step, the algorithm proceeds to
the next step, collectively called Step k : 1, in which the kth feature data in
preference sequence is matched with the first si features in the behavioral data
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preference sequence (the same si as above). Once a matching is found after a
certain step, the algorithm proceeds to the ”experimental pairing and updating
phase”.

Step 3: when the algorithm moves from the matching phase k : 1 step to the
experimental pairing and updating phase, the k : 1 matching is experimental,
i.e., the behavioral data ranked kth in a certain sequence of feature data prefer-
ences is experimentally paired with that behavioral data if it is the same as the
top-ranked feature data in that sequence of behavioral data’s preferences. The
sequence is then updated in the following way: any behavior data that is ranked
lower than its experimental match is removed from its sequence (so the sequence
of the feature data Xj that is experimentally paired with its kth choice is up-
dated to include only its first k choices), and any behavioral data that is removed
from its sequence also removes that feature data from their sequence. (So the
updated sequence for each behavioral data includes only those applicants that
do not have an experimental match to their more preferred behavioral data.) If
a top-ranked feature data is removed from the list of behavioral data, then the
slightly lower-ranked feature data goes into the top-ranked range and the top si
feature data in its preference sequence is reselected (si = argmax

j=1,2,...,m
sumqj  pi)

as its top-ranking choice. When these sequences are updated in this way, the
algorithm returns to the ”matching phase” and continues to check the updated
sequences for new matching. Any new experimental matching created in the
”matching phase” replaces the original experimental matching containing the
same feature data. It is worth noting that new experimental matching can
only improve the experimental matching of the feature data, since all behav-
ioral data ranked further back have been removed. The algorithm ends when no
new experimental matching is generated, at which point the trial experimental
matching become the final matching.

At the end of the algorithm, each behavioral data Yi is matched with the top
si feature data (si = argmax

j=1,2,...,m

P
qj  pi) in the last updated sequence. (This

holds because the algorithm does not end when the experimental k : 1 matching
can still be found.) This matching is stable because when any feature data Xj

that ranks before the final matching of this behavioral data Yi is matched in
the experimental matching with a behavioral data that ranks before Yi in the
sequence of this feature data, this feature data will be removed from the sequence
of Yi, and thus in the final matching, Xj will be matched with the behavioral
data ranked higher than Yi rather than Yi. Therefore, this is a stable matching
as claimed.

Corollary 4.1. Similar to one-to-one two-sided matching, for a given one-to-

many two-sided data trading market, there always exists a demand-side optimal

stable matching µY and a supply-side optimal stable matching µX . Furthermore,

the matching generated by algorithm 4 is a demand-side optimal stable matching.
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3 Conclusion

In this paper, we classify data into four categories: behavioral data, performance
data, feature data, and background data based on the perspective of information
generation. We then develop one-to-one and one-to-many two-sided matching
models in data trading market, and design stable matching algorithms accord-
ingly. We believe these algorithms provide a novel approach to data matching
problems originating from the two-sided matching theory, which could be further
extended to other fields of the data trading market.

For further discussion, we can introduce background data to the two-sided
matching model, and construct a one-to-many two-sided matching model with
background data, i.e., data that are highly relevant to the behavioral data, but
need to be matched together with feature data to form information. In that
case, we may have to calculate complex correlation coe�cients to define ”level
of relevance” rather than the Pearson correlation coe�cients we used above.
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